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Chapter 6 Storage Subsystems

6.1 SCSI Disk

Silicon Graphics delivers the latest SCSI technology with the Origin Vault SCSI storage
subsystem. The new disk subsystem offers the UltraSCSI interface, with a 40MB-per-
second peak data transfer rate and the latest industry-standard SCA single connector for
hot-pluggable1 drive support. Both single-ended (3 meters bus length limit) and
differential (25 meters bus length limit) SCSI connections to the disk subsystem are
offered.

There are three 3.5-inch Ultra USCSI SCA disks available for the storage subsystem.
One provides 2.2GB formatted storage capacity at 5,400 RPM rotational speed (for
Origin200 systems only). The two other drives provide 4.5GB and 9.1GB formatted
storage capacities, and both feature 7,200 RPM rotational speed and sustained transfer
rate of 8.5MB per second.

These disks are supported in an Origin2000 module, an Origin200 system, or an Origin
Vault.

6.2 Origin Vault

The Origin Vault SCSI storage subsystem can be configured with UltraSCSI disks for
server applications that require larger storage capacity than will internally fit within the
Origin2000 or Origin200 servers. In addition, this SCSI storage subsystem can be
configured with removable media SCSI devices for file backup, archive, migration, and
software distribution.

Origin Vault can be configured with up to six 3.5-inch UltraSCSI disks and two
removable media 5.25-inch SCSI devices. The disk drives use the industry-standard
SCA single-connector. Each enclosure provides one UltraSCSI bus for disk drives and
one Fast/Wide SCSI bus for removable media devices.

The storage subsystem is available in both deskside and rack-mountable versions. Rack-
mount chassis are based on the 19-inch NEMA standard. A total of nine enclosures with
54 disks and 18 removable media devices can be configured in a rack-mount cabinet. A
differential SCSI interface is also supported for installations that require a distance
between server and disk storage subsystems of greater than three meters. If a differential
interface cable is used, it is converted back to single-ended within the vault, so that the
vault will support the same single-ended drives used throughout the product line. Up to
two Origin Vault storage subsystems can be daisy-chained on a single SCSI bay with the
differential interface.2 Origin Vault is supported on both Origin2000 and Origin200
systems.

1. Silicon Graphics recommends quiescing the SCSI bus prior to hot plugging any SCSI disk.

2. Origin Vaults shipping before mid-1997 may not support daisy-chaining of multiple bays, nor
dual hosting.
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6.3 Fibre Channel Disk

The Origin FibreVault Fibre Channel-Arbitrated Loop (FC-AL) disk subsystem from
Silicon Graphics uses the latest industry-standard, high-speed Fibre Channel serial
technology. Fibre Channel provides an unprecedented combination of bandwidth,
performance, high availability, and configuration flexibility for Silicon Graphics high-
end servers and disk subsystems.

Serial Fibre Channel-Arbitrated Loop provides several advantages when compared to
parallel SCSI.

• Higher performance interface—100MB per second peak and over 70MB per second
sustained data transfer rate

• More devices per bus—126

• Less host bulkhead real estate required

• Smaller cables

• Longer cable distances (up to 30 meters for copper, 500 meters for shortwave
optical)

• Low-latency interface

• Dual-port disk and redundant path possible

• Hot pluggable

• Advantage configuring systems for high availability

• No external terminators are required (equalization required for copper cables over 10
meters)

Silicon Graphics offers both 4.5GB and 9.1GB 3.5-inch 7,200 RPM FC-AL disk drives.



Storage Subsystems

Origin™ Servers Technical Report 115

Table 6-1  Fast 6 vs. UltraSCSI vs. SSA vs. Fibre Chanel

6.4 RAID

The Silicon Graphics CHALLENGE RAID disk array provides high-availability, high-
performance storage solution to Silicon Graphics high-end servers. The RAID disk
array comes in both deskside and rack-mount versions.

CHALLENGE RAID supports 4.3GB, and 8.8GB 7,200 RPM single-ended Fast/Wide
disk drives. Each drive supports transfer rates of 8.5MB/sec from buffer to media and
has average seek times of 7.5 to 9.5ms and an MTBF of over 500,000 hours. Note that
these are not the same drives supported in the Origin Vault.

a. SSA stands for Serial Storage Architecture, which is a competing serial technology
promoted mostly by IBM.

b. The Silicon Graphics implementation of Fibre Channel may vary from the specifications
above.

c. Connectivity supported by standard; Silicon Graphics implementations may support
lower connectivity limits.

d. Fabric permits dynamic interconnections between nodes through ports connected to a fabric

Fast SCSI UltraSCSI SSAa
Fibre
Channelb

Bandwidth
20MB per
second

40MB per
second

40MB per
second

100MB per
second

Duplex Half Half Full Full

Max. Distance (Copper) 25 meters 25 meters 25 meters 30 meters

Max. Distance (Optical) - - 340 meters 10,000 meters

Connectivityc
16 devices 16 devices 127 devices 126 devices +

1 Fabricc

Switch Support No No Yes Yes

Hot-Plug Disk No No Yes Yes

Hot-Plug Host No No Yes Yes w/Hub

Fair Arbitration No No Yes Yes

Optical Support No No Maybe Yes

Dual Port Costs Extra Costs Extra Yes Yes

Number of Pins in Cable 68 68 4 2 or 4 (duplex)
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CHALLENGE RAID supports the following RAID levels:

• 0 (mirroring)

• 1 (striping)

• 0+1 (striping plus mirroring)

• 3 (striped data, one parity disk)

• 5 (striped data and parity)

Global hot spare is supported concurrently in the same RAID disk array. CHALLENGE
RAID disk array has industry-leading RAID 5 and RAID 3 performance numbers, as
shown in Table 6-2 and Table 6-3. These results have been measured on a
CHALLENGE server running IRIX 6.2. Results on Origin systems should be similar.

Table 6-2  RAID 5 Performance (measured with IRIX 6.2 on CHALLENGE

Table 6-3   RAID 3 Performance (measured with IRIX 6.2 on CHALLENGE)

CHALLENGE RAID has fully redundant features with all hot-pluggable components
and disk drives. The RAID disk array continues to run uninterrupted if a component
failure occurs.

RAID 5 Request Size Read Write

Random I/O (Cache Hit)
(2 controllers)

512 Bytes 7,570 IOPS 1,780 IOPS

Random Disk Requests
(2 controllers, 20 disks)

2KB 1,800 IOPS 550 IOPS

Random Disk Requests
(1 controller, 5 disks)

2KB 430 IOPS 140 IOPS

RAID 3 Request Size Read Write

Sequential I/O
(2 controllers, 10 disks)

4MB 33MB per second 19MB per second

Sequential I/O
(1 controller, 5 disks)

4MB 19MB per second 14MB per second
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CHALLENGE RAID contains:

• One or two (dual active) RAID controllers with automatic failover for disk
ownership (using XLV software)

• Up to twenty 4.3GB or 8.8GB high-performance SCSI disk drives

• Up to 64MB cache (can be configured read or mirrored write) per RAID controller

• Battery Backup Unit for de-staging write cache data before AC power failure

• Redundant checksum added in disk media for extra protection (520-byte sector)

• Redundant power and cooling

• Online hot extract and hot plug (all components and disks)

The RAID disk array can be configured, monitored, and tuned via SCSI Command Line
Interface (CLI) or easy-to-use Graphical User Interface (GUI)-based RAID software,
illustrated in Figure 6-1.

Figure 6-1 CHALLENGE RAID Hardware Architecture
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