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1.3 Usage Environments

Origin systems are designed to provide high-performance computing and serving
solutions across a range of applications and budgets. Origin servers can be flexibly
configured to suit very high computational, memory, or I/O demands depending on the
intended work load. As work loads expand, Origin servers can be incrementally
expanded in any direction, guaranteeing that the system cannot be outgrown.
Typically, Origin servers are used in:

• supercomputing

• compute serving

• database serving

• file serving

• web serving

• media serving

1.3.1   Supercomputing

With the merger of Silicon Graphics and Cray Research, the company has renewed its
focus in serving the supercomputing marketplace. Cray Origin2000 systems can meet
many of the needs within supercomputing centers for increased computing cycles for
batch job throughput, classic shared-memory parallel applications, and massively
parallel applications. Cray Origin2000 systems are being selected for use in
supercomputing centers worldwide based on:

• a cache-coherent, shared-memory, single-system image architecture scaling to 128
RISC CPUs for easy system management, software development, and availability of
commercial software

• a full set of tools for the development of shared-memory, data-parallel, and message-
passing applications

• availability of a wide variety of commercial, publicly available, and custom
applications to meet the diverse needs of a facility’s user base

• availability of a complete set of system management tools for optimal performance
and throughput of the centralized system

• compatibility with the Silicon Graphics product family of desktop workstations, file
servers, and visualization systems

• integrated visualization options for computational steering, interactive
supercomputing, and advanced visualization, exploiting the tight integration of
computing, visualization, and high bandwidth I/O

Cray Origin2000 is the starting point for the integration of Cray® and Silicon Graphics
product lines and architectures. The S2MP architecture combines the ease of shared-
memory programming with the scalability potential of massively parallel processing.
Cray Origin2000 is not only scalable, but very affordable, providing a low-cost, entry-
point platform for solving large problems or supporting a large number of users. Cray
Origin2000 complements the very large-scale Cray T3E™.
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A large Cray Origin2000 server can be employed as shown in Figure 1-4, with file
servers and visual client workstations using high-performance networks as an
enterprise-wide computing solution.

Figure 1-4 Cray Origin2000 in Supercomputing

1.3.2   Compute Serving

Silicon Graphics has historically targeted the compute serving market. Origin servers
are employed as compute servers throughout academia, research, and industry. Origin
servers provide a great solution in these environments due to:

• flexible configurations, growth paths, and compatibility with workstations

• uncompromising performance and price/performance characteristics on CPU- and
memory-intensive applications

• the ability to flexibly support a mix of parallel and throughput work loads

• the availability of a large number of ISV applications specifically optimized to take
advantage of the 64-bit, parallel, shared-memory architecture

• a well-established development environment for quick and easy development of
complex applications
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Origin systems can be used as workgroup servers dedicated to a particular project, as
departmental compute servers dedicated to 20- to 30-person organizations, or as
centralized compute servers for a larger enterprise. Table 1-1 suggests a medium-sized
compute server that might be employed in an academic research center or industrial
engineering facility. At the departmental level, dedicated Origin systems, appropriately
sized (for example, Origin200 and Origin2000 deskside systems), may be deployed for
individual projects and groups. These systems can grow larger as necessary over time,
or they can be redeployed to other uses and projects as organizational needs change.

Table 1-1 Sample Configuration: Compute Serving

Specification Sample Configuration

Product Origin2000

Chassis Type Single Rack

CPUs 16 x 195MHz R10000 CPUs
w / 4 MB Cache

Memory 4 GBs RAM

I/O Channels 8 x UltraSCSI channels

Disk and Expansion Cabinets 1 x 4.5 GB UltraSCSI Sys-
tem Disk
8 x 9.1 GB UltraSCSI drives
for a total of 81.9 GB disk
storage across 2 UltraSCSI
channels for maximum
bandwidth housed internal
to Origin2000 Rack

Network Interfaces 2 x 10/100 Base T Ethernet

Key Software Options Compilers & Development
Tools: Fortran 77, Fortran
90, C, Power Fortran, Power
C, ProDev WorkShop, Pro
MPF, Cray NQE, PerfAcct,
NFS
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1.3.3   Database Serving

Increasingly, Silicon Graphics is being recognized as a core supplier of database
platform technology to commercial enterprises worldwide in industries as diverse as
airlines, retail, manufacturing, and telecommunications. Origin servers provide a great
solution in these environments based on:

• a flexible, modular architecture that facilitates information systems planning by
providing managers with a system that can be extended incrementally in any
dimension as needs grow

• a high-bandwidth architecture that scales I/O bandwidth with system growth, for
consistently strong performance as applications grow more complex

• a full 64-bit, multiprocessing computing environment in support of today’s premier
64-bit multiprocessing relational database systems

• a robust I/O subsystem environment supporting large numbers of I/O interfaces
accessing large RAID and non-RAID data farms constructed from the latest
generations of UltraSCSI and Fibre Channel disks

• increased availability, performance, and insight with innovative software options,
including IRIS FailSafe™, Performance Co-Pilot™, Database Accelerator (w/
parallel nsort), and MineSet™

• a full complement of networking options to integrate into today’s heterogeneous
environments

Origin systems are very cost-effective database servers, from high-performance
departmental transactional database engines based on Origin200 systems to large data
mining solutions based on large Origin2000 systems. Database applications are among
the most demanding applications on system resources due to the complexity and non-
uniformity of the computing and data movements being performed. Even small database
applications benefit from the S2MP architecture as available in the low-end Origin200
system.

In addition, Origin systems scale to tackle the world’s most demanding database
applications: decision support, data warehouse/datamart, and data mining. Large
memory, 64-bit computing (with address space larger than 2GB) is necessary for
scalable data warehousing and data mining performance. By using fast, single-address
space memory to unify I/O and processing, the system spends less time moving data
around, greatly reducing the amount of time necessary to complete a job. Table 1-2
outlines a sample configuration of a data mining system.

Origin I/O performance and expansion allows for the processing of terabytes of
information. For example, Origin2000 supports over 58TB of RAID or Fibre Channel
storage for availability, performance, and serviceability. The increased performance and
capacity will allow support for more snapshots, the ability to look for trends over longer
periods of time, and the integration of more variables at one time.
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Table 1-2 Sample Configuration: Database Serving

1.3.4   File Serving

Silicon Graphics has for a long time been a technology leader in the file server market,
as well established with the previous generation of CHALLENGE products. Origin
servers integrate effectively into complex network topologies comprised of a
heterogeneous installed base of clients and networking topologies. Origin systems
provide the file-serving community with performance, throughput, capacity, media-rich
data handling, high-availability, and a flexible architecture for multipurpose
deployment. The technological advances of the Origin systems, as well as migration of
core hardware and software technologies, have supported the success of Origin as file
servers:

• a scalable, reliable, high-performance platform with a rich set of networking options
to support the centralization of file-server functions and enterprise functions (Web,
database, media, compute), reducing administration requirements and costs, and
improving organizational productivity

• scalable I/O bandwidth and large number of I/O interfaces in support of intense
“classic” file-server activities, as well as emerging digital media and Web-based data
requirements

• the high-performance, journaled, 64-bit XFS™ file system for data integrity, large
files and volumes, and volume management, with full integration with NFS V.3

• a complete set of solutions for data backup/restore, archiving, migration, and media
and volume management

Specification Sample Configuration

Product Origin2000

Chassis Type Single Rack

CPUs 8 x 195MHz R10000 CPU’s
w/ 4 MB Cache

Memory 2 GB RAM

I/O Channels 1 x 2-port Fibre Channel
XIO card
(2 UltraSCSI channels also
included with Base I/O)

Disk and Expansion Cabinets 40 x 9.1 GB Fibre Channel
disks in 4 x Origin Fibre-
Vault trays for total of 364
GB disk storage housed in
Origin FibreRack

Network Interfaces 1 x 10/100 Base T Ethernet

Key Software Options MineSet, Performance Co-
Pilot, Database Accelerator
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• a robust high-availability solution with IRIS FailSafe HA-NFS for guaranteed
availability of critical organizational resources

• hot-pluggable, high-performance Fibre Channel storage and true Fibre Channel
arbitrated loop and multihosting capability for production environments

• support of extensive networking connections into the Origin server, including high-
performance ATM, FIDDI, 100Base-TX, and HIPPI

• ability to serve a diverse client base, including UNIX, NT/Windows, NetWare, and
AppleTalk environments using their native protocols via Syntax TotalNET
Advanced Server for NT/Windows, NetWare, and AppleTalk™

Origin servers may be applied across the full range of file-server application space.
Low-end Origin200 servers are ideal for departmental usage in support of up to 100
gigabytes of online storage. Origin2000 systems may start as mid-range configurations
serving multiple networks and expand over time to terabytes of online and near-line
storage without compromising server performance. Table 1-3 suggests a medium-sized
Origin2000 configured for file-serving applications.

Table 1-3 File-Serving Sample Configuration

Specification Sample Configuration

Product Origin2000

Chassis Type Deskside

CPUs 4 x 180 MHz R10000 CPUs
w/ 1 MB Cache

Memory 512 MB RAM

I/O Channels 5 x 4-port UltraSCSI
XIO cards

Disk and Expansion Cabinets 5 x 9.1 GB UltraSCSI disks
in Origin2000 Deskside
54 x 9.1 GB UltraSCSI
disks in 9 x OriginVault disk
trays in OriginVault Rack
Total of 536.9 GB disk stor-
age
5 x DLT7000 tape drives
enclosed in Origin Vault
Rack for full file-server
backup in 6-hour window

Network Interfaces 9 x 10/100 Base T Ethernet
for centralized ethernet-
based file server
(FDDI, ATM, HIPPI inter-
faces also available)

Key Software Options NFS, IRIX Networker, Per-
formance Co-Pilot, Syntax
TotalNET
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1.3.5   Web Serving

World Wide Web serving for both Internet and Corporate Intranet serving continues to
be a strategic focus for Silicon Graphics. The WebFORCE Origin200 and Origin2000
provide complete turnkey solutions from low-end to high-end, from small independent
businesses establishing their presence on the Internet to large enterprise businesses that
harness the Web as an internal communications vehicle. Large Internet service providers
take advantage of the scalable Origin technology in order to keep up with the increased
volume of transactions as well as the increased data manipulations required of emerging
multimedia data types.

The success of Origin and the WebFORCE product line in the Web serving market is
attributable to:

• a “pay as you grow” scalable architecture reduces risk in Internet and Intranet
investment and supports Web content suppliers’ needs for low-cost, high-
performance servers that can be expanded as demand increases are experienced

• an integrated, high-bandwidth system architecture supporting the demands of Web
servers to concurrently act as query-intensive relational database systems from
which dynamic HTML pages are constructed and served

• a high-bandwidth system architecture supporting the demands of the Web’s rich
multimedia requirements (video, audio, 3D graphics)

• a complete turnkey Web server software environment offering the best-of-breed
applications from leading software partners such as Netscape®

• easy Web GUI administration tools that can be administered from any Web-enabled
desktop computer

• industry standard 100 Base T interfaces as well as additional networking and SCSI
interfaces through 64/32 PCI interfaces

• continuous application availability via failover using IRIS FailSafe HA-Web

A sample Origin200 configuration as might be appropriate for a small retail
environment appears in Table 1-4.
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Table 1-4 Sample Configuration: Web Serving

Specification Sample Configuration

Product Origin200

Chassis Type Twin Tower

CPUs 4 x 180MHz R10000 CPUs
w/ 1 MB Cache

Memory 512 MB RAM

I/O Channels 4 x internal UltraSCSI

Disk and Expansion Cabinets 2 x 4.5 GB SCSI disk stor-
age
CD-ROM

Network Interfaces 2 x 10/100 Base T Ethernet

Key Software Options WebFORCE software
includes Netscape Enter-
prise Server and WebMeter
Power Server Suite
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1.3.6   Media Serving

Silicon Graphics is a key technology supplier and innovator in the emerging digital
media server market. Silicon Graphics has state-of-the-art solutions in the areas of both
asset management servers and media distribution servers. Origin servers are an ideal
media server platform for several reasons:

• high I/O bandwidth that scales as the system grows to support the current and
increasing needs of demanding digital media applications

• StudioCentral custom asset management interfaces, based on standard relational
database systems, optimized for the needs of media customers

• multiple audio and video input and output interfaces, including non-compressed
CCIR 601 video I/O

• a variety of configurable I/O options for disk storage, archival media, and
hierarchical storage to meet the diverse needs of the digital media industry

• options to network into broadcast, satellite, telecom, Internet, and local area
networks in support of a variety of environments,from digital studios to news
distribution to stock footage serving

• redundant system configurations and application failover support via IRIS FailSafe
software for mission-critical and on-air applications

• the high-performance, deterministic XFS file system with guaranteed rate I/O in
support of real-time video and audio streams

• WebFORCE® MediaBase software in support of Web-based desktop access to
multimedia databases

• a wide selection of video compression/decompression formats available based on
third-party codec peripherals and software

• active support of integrator and software partners in developing necessary I/O device
integration and application solutions

Technically, asset management systems appear in many ways similar to file-server
configurations, properly configured to integrate into a specific networked environment.
In addition, StudioCentral asset management software and target application software
are required to support the facility’s media assets. Both Origin200 and Origin2000 can
appropriately support such an environment according to the current use and intended
growth.

In support of high-availability requirements of online media distribution servers,
multiple system configurations are employed for redundancy and failover of key
applications. A sample configuration of such a server appears in Table 1-5.
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Table 1-5 Sample Configuration: Media Distribution Online Serving w/ Failover

Specification Sample Configuration

Product 2 x Origin2000

Chassis Type 2 x independent Deskside
systems each with redundant
power supplies

CPUs 4 x 180MHz R10000 CPUs
w/ 1 MB Cache per system

Memory 512 MB per system

I/O Channels 4 dual-port Fibre Channel
XIO interface cards per sys-
tem for dual hosting Fibre
RAID disk array

Disk and Expansion Cabinets 80 x 8.8 GB Fibre Channel
RAID disks in 8 x Origin
FibreVault disk trays for
total of 704 GB RAID-3
storage housed in 1 Origin
Fibre Rack w/ redundant
power supplies

Network Interfaces 4 DIVO Channels per sys-
tem
1 HIPPI Interconnect per
system for acccess to auxil-
iary Video Library Server
2 x 10/100BaseT Ethernet
interfaces per system
2 Audio Channels Out per
system

Key Software Options IRIS FailSafe Failover Soft-
ware
XFS file systems w/ guaran-
teed rate I/O (standard)
Bulk Data Service Software



Overview

16 Origin™ Servers Technical Report


